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Abstract. Logistics plays a significant role in construction projects. However, same as other processes in 

this industry, it is poorly digitalized and automated. Internet of Things (IoT) has been proved to be a good 

solution for digitization and automation in many industrial cases, but its potential in the construction industry 

is not fully exploited. This paper aims to conceptualize a cloud-based IoT architecture to meet the 

requirements of involved parties in construction logistics. The requirements include using diverse IoT 

systems and implementing real-time communication between devices and machines with OPC Unified 

Architecture (OPC-UA). As validation, the architecture is implemented in the Microsoft Azure infrastructure 

with use cases of IoT devices and OPC-UA devices. A concept of Role-Based Access Control (RBAC) is 

also implemented to ensure the data security. Based on this architecture, construction logistics can be 

digitalized through various IoT technologies with data consistency, security, and flexibility, thus increasing 

the workflows efficiency in the construction industry. 

Keywords: Architecture; IoT; OPC-UA; Role-Based Access Control; Digitization; Construction Logistics; 
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1. Introduction 

The construction industry has been one of the least digitized and automated industries for decades [1], 

which has led to low productivity across the board [2]. However, as technology in construction industry 

evolves, the complexity of construction projects overwhelms traditional ways of working, leading to an 

increasing need for digitization and automation in the industry [3]. This trend has led to new development 

topics in various aspects of the construction industry, such as Building Information Modelling (BIM) in the 

planning phase, on-site robotics in the construction phase, and Internet of Things applications in the 

construction logistics [4]. International Telecommunication Union (ITU) defines the Internet of Things (IoT) 

as “a global infrastructure for the information society, enabling advanced services by interconnecting 

(physical and virtual) things based on existing and evolving interoperable information and communication 

technologies” [5], which fits right in with the demand of digitization and automation in the construction 

industry. Its potential of improving efficiency of the construction processes has been highly recognized by 

the academic community [6]. 

 However, in practice, the effectiveness of IoT applications in construction logistics is still limited for 

various reasons. First, a construction project involves many constructions machinery and materials [7], 

resulting in the diversity of required IoT systems. For example, the construction machinery needs high-level 

edge devices, whereas the materials could be tracked by scanning QR-Codes. Moreover, the use of different 

systems also leads to difficulties in information exchange, as data is prosecuted and stored separately in the 

IoT providers’ systems. Finally, construction logistics has involved a lot of related parties, e.g., construction 

companies, construction machinery manufacturers, IoT vendors, materials suppliers, which places high 

requirements on information systems hierarchies [8]. 

The purpose of this paper is to conceptualize a cloud-based IoT architecture for construction logistics to 

meet their needs for digitization and automation. The next chapter presents the research of existing IoT 

architectures and projects. At the same time, the related parties in the construction logistics are interviewed 
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to obtain requirement analysis from a different perspective. Afterward, an architecture design is proposed 

based on literature research and requirements analysis results. This architecture is then implemented in the 

Microsoft Azure cloud and validated with use cases. Finally, the architecture is evaluated, and 

recommendations for future work are presented. 

2. Related Work and Requirements Analysis 

Since the origin of the IoT concept, the development of related technologies has been flourishing for 

decades [9]. As the technology has evolved, different IoT architectures have also been developed. Firstly, 

presented in 2013, the IoT Architectural Reference Model (IoT ARM) is a guideline to design and develop 

IoT systems [10]. The IoT ARM first introduces the IoT Domain Model, which defines the technical details 

of the four core aspects of an IoT system: information, functionality, communication, and security. The 

technology model is then abstracted to the architectural level (viewpoints) by adding information such as 

functional requirements from stakeholders. In addition, non-functional requirements are also covered in the 

perspectives in the IoT ARM [10]. In 2015, the Industrial Internet of Things Consortium (IIC) had proposed 

the Industrial Internet Reference Architecture (IIRA). Like the IoT ARM, the IIRA is defined in viewpoints: 

business, usage, function, implementation. The difference between these two reference architectures is that 

IoT ARM focuses on the information model while IIRA focuses more on operations and 

applications [11]. Another essential concept is the Reference Architectural Model Industry 4.0 

(RAMI4.0), which was standardized in 2016 as DIN SPEC 91345:2016-04 and aimed to provide a standard 

for the design of industrial IoT (IIoT) system [12]. It has three dimensions: product life cycle, architecture 

layer, hierarchy level. The architecture is targeted for industrial production, such as intelligent factories [13]. 

Based on reference architectures, IoT systems have been developed in academia and industry; some are 

counted as best practices. For example, Nijim and Ballampalli [14] proposed cloud-based architecture to 

control smart home system. Zeiler and Fottner [15] presented a service system for special load carriers based 

on RAMI4.0. As one application for the construction industry, Bottaccioli et al. [16] designed an IoT system 

that displayed energy usage of a building in real-time. However, the design of an IoT architecture for 

construction logistics remains a research gap. 

Within the research project “Construction 4.0” [17], inter- views were performed with industry partners 

related to construction logistics. Among them were four Original Equipment Manufacturers (OEM) of the 

construction machines, four IoT device vendors, five construction companies, and four other service 

providers. As a result, the unified user requirements of a cloud-based IoT architecture are gathered following: 

1) Functional Requirements: 

 All IoT data from one construction project should be stored within one infrastructure. 

 The architecture can deal with different data for- mats, e.g., .xml and .json. 

 IoT architecture should be compatible with different communication standards, of which the 

most important is a machine-to-machine communication standard OPC-UA. 

 There must be a multi-level access control for the data from the scope of companies, e.g., the IoT 

vendors can only read/write the data of their own devices from the infrastructure, whereas the 

construction companies can read/write all the data. 

2) Non-Functional Requirements: 

 Scalability 

 Maintainability 

 Security 

 Performance 

 Usability 

IoT architecture for the construction logistics can be designed based on the requirements analysis. One 

main scope of the architecture is cloud computing. Most cloud platform providers, such as Microsoft Azure, 

AWS, and Google Cloud, offer infrastructure and various pre-built software services that solve some of the 
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common problems encountered in designing scalable software architecture [18]. On the one hand, the IT 

infrastructures are built on top of layers of virtualization, allowing the underlying physical hardware to be 

shared and used by many parties simultaneously, thereby reducing the operating and ownership costs of the 

infrastructure. On the other hand, the software services offered by such cloud platforms solve the following 

design problems with the latest IT security: 

 Persist and query data, 

 Implement event-driven business logic, 

 Stream data processing, 

 Publish/subscribe based event propagation, 

 Discovery, management, and communication needs of physical devices. 

Despite of the similarities of the services, each cloud platform has its feature. For example, Google 

Cloud is featured with big data and machine learning, since its IoT core could be easily linked with 

BigQuery and TensorFlow [19]; Microsoft Azure provides better infrastructure for the industrial IoT (OPC-

UA) applications because it has been developing OPC-UA modules since 2016 [20]. 

3. Architectural Design 

Based on the research of the reference architectures and the requirements analysis, we have chosen the 

RAMI4.0 with six layers for the functional aspect. The six layers are the asset, integration, communication, 

information, function, and business. 

However, as far as the presentation of our architecture is concerned, it is compacted down to three 

semantic layers, namely the edge layer, cloud layer, and business layer. Concerning the six layers mentioned 

above, the edge layer here encompasses layers of asset, integration, and communication. The cloud layer 

covers the layers of information and function. This 3-layered view of our overall architecture can be seen in 

Figure 1, which is referenced in the following parts. 

3.1. Edge Layer 

At this layer of our architecture, from the aspect of asset, we have considered three types of IoT devices: 

the devices from external IoT vendors to whose system we have constrained access; own IoT Edge device 

which we could freely configure; the IIoT devices with OPC-UA implementation. The consideration reflects 

the need for multiple IoT systems in construction logistics. 

In terms of integration, the device software used here is required to provide three functionalities: 

 Send telemetry data (push-based), 

 Respond to queries, 

 Execute incoming commands. 

These requirements ensure that our architecture can establish a two-way data exchange between the edge 

and IoT application sides. A desirable consequence of having a two- way data exchange is the ability to 

create a closed control loop, which is the goal of creating automated IoT systems. As for the IIoT device, an 

OPU-UA server should be implemented and the IIoT edge modules be deployed on the device to realize the 

functionalities mentioned above. 

From the aspect of communication, there are two main types considered. The first type is the unlocked 

devices that use push-based communication, which requires that the edge device be capable of directly 

connecting and communicating with the cloud, more precisely with the IoT service. The other type is the 

vendor-locked devices which involve pull-based communication. In this case, the data source, which is 

usually the device vendor servers, is polled regularly by time-triggered server-less applications in the cloud, 

allowing for the integration of both push and pull-based devices increase the compatibility with different 

communication standards. 

The aspect of communication protocols between the edge and cloud layers is intentionally left out of the 

architecture, as it depends on the particular use cases and the concept of IoT device vendors. Therefore, a 

cloud platform with all the standard communication protocols needs to be used in the next layer. 

781



  

 

Fig. 1: Cloud-based IoT architecture for the construction industry 

3.2. Cloud Layer 

At the cloud layer, we have three essential services, namely No-SQL database, IoT service with FaaS, 

and Role-Based Access Control (RBAC). No- SQL database is meant to serve as the central repository of 

knowledge, storing a diverse range of telemetry data in a flexible format. 

IoT service is there to connect to, monitor, and manage the IoT devices, which allows the IoT 

applications to consume the telemetry data and send them queries and commands. FaaS stands for function-

as-a-service, and it serves to create event-driven applications in the cloud. They are also known as server-less 

applications. In our architecture, we propose to have two server-less applications in the FaaS. First, one of 

the applications deployed in the FaaS is triggered by push-based telemetry data coming into the IoT service. 

Then the data format and values are standardized as necessary and relayed to the database to be persisted. 

Afterward, another FaaS application is triggered regularly based on time to get the pull-based telemetry data, 

which is then sent to the database after the standardization. 

For IIoT devices, a similar functionality is achieved by having the IIoT cloud modules which allows us 

to present a central interface to the IoT applications for interacting with the IIoT devices. 

There is a secure access mechanism called role-based access control on both sides of the cloud layer 

facing the other layers. It provides the ability to grant fine-grained access to the cloud resources. Therefore, 

the requirement of having a multi-level access control is satisfied. 

These cloud services are scalable and maintainable due to the virtualized and tenancy-based nature of 

cloud resources. In addition, usability and security are granted due to the high documentation standard. 

3.3. Business Layer 

Finally, at the consumer end, an IoT application can access both push-based and pull-based telemetry 

data from the central No-SQL database. The IoT application can also send queries and commands to push- 

based edge devices through the IoT service. This ability to send queries and commands enables the 

application to execute its business logic given the telemetry data. 

Generally, this simple architecture fulfils the requirements in three aspects: 
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 Separation of concerns between data sources and sinks, due to the central database and standardized 

data format, 

 Cloud-to-machine, machine-to-cloud, and machine-to- machine communication through the IoT 

service, 

 Secure and scalable platform for the storage and consumption of telemetry data. 

4. Implementation and Validation 

In the design of our architecture, two types of use cases were identified and considered: 

 Vanilla case: Concerns edge devices and IoT applications. 

 OPC-UA case: Concerns edge devices and IoT applications that use OPC-UA structure. 

This paper implemented the previously proposed architecture within the Microsoft Azure infrastructure 

and validated it with the two use cases. 

4.1. Vanilla Case 

Figure 2 shows how the current implementation looks concerning the architecture in1. The push-based 

and pull-based devices are distinguished. Because pull-based devices cannot communicate with the IoT 

service for various reasons such as vendor-locked firmware, whereas push-based ones can directly 

communicate. 

 

Fig. 2: Implementation with IoT Edge device - Vanilla case 

Edge Layer: The custom device software is realized by Azure IoT Edge Run- time, and the custom 

module, named tatum-edge-node-red (Figure3), is developed to run in this Runtime environment. In addition, 

Azure IoT Edge Runtime allows automatic management of the life cycle of containerized applications in a 

somewhat similar way to Kubernetes. These containerized applications are called modules in Azure 

terminology [21].  

 

Fig. 3: Tatum-edge-node-red flow [22] 
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The name of our module stems from the IoT application for which the architecture was designed, named 

TaTUM, and the fact that this module was implemented using node-red. It allows sending push-based 

telemetry, sending device- to-cloud messages, receiving desired twin properties, and receiving direct method 

calls like remote procedure calls (RPC). In terms of the sensing and acting capabilities, we used a GPS 

sensor that was regularly polled by the custom module software, and the data was pushed onto the IoT 

service. 

Cloud Layer: The conceptual cloud services were replaced by the ones provided by Azure, namely 

Azure Cosmos DB, IotHub, and Functions. Their functionality was the same as described in chapter III. The 

push-based data was sent to Azure IotHub by the IoT devices that were directly connected. We had time-

triggered server-less applications running in Azure Functions and polling the data sources for the pull-based 

data. Again, using Azure Functions, we had applications triggered by the arrival of telemetry data into Azure 

IotHub. Through these FaaS applications, all telemetry data was fed into Cosmos DB after standardizing the 

data format. 

 

Fig. 4: Data collection in the centralized CosmosDB. 

Cosmos DB filled in the role of a No-SQL database as a scalable solution with a REST API interface. 

Each telemetry data was stored in a JSON format with a few standard fields. These fields were message ID, 

device vendor, device ID, and UTC timestamp in our implementation. The message ID field was mandatory 

to index and partition the messages. The device vendor field was there to identify the device vendor from 

which the message originated and find the whole message format, which was fixed per device vendor. Also, 

all these data fields allowed to write complex message filters. The collected data from all vendors are shown 

in Figure 4. 

Business Layer: We implemented a containerized and Kubernetes-ready application called TaTUM for 

this layer. It is designed for managing a fleet of construction devices from a web-based interface. 

4.2. OPC-UA Case 

In the case of OPC-UA, an open-source project called Azure Industrial IoT (IIoT) was utilized to 

integrate the OPC-UA standard’s capabilities into our overall architecture. Its conceptual diagram can be 

seen in Figure 5, which is also implicitly part of the overall architecture in Figure 1. 

 

Fig. 5: Implementation with IIoT devices - OPC-UA case 
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Edge Layer: On left side of Figure 5, as depicted there, we had a custom developed OPC-UA server 

running in an edge device. Besides, Azure IIoT edge modules also ran on the same edge device in our 

implementation. These edge modules were responsible for discovering, monitoring, and interacting with 

OPC-UA servers. They bridged the connection gap between OPC-UA servers and IIoT edge modules. Due to 

their containerized design, the edge modules were able to run in Azure IoT edge runtime. The edge modules 

were deployed in the runtime to ensure the automatic management of their life cycle. 

As in the vanilla case, we have a GPS sensor in terms of sensing and acting capabilities. Our OPC-UA 

server [23] responds to incoming requests for the current location information from the sensor. The OPC-UA 

information structure used in our server implementation is shown in Figure 6. 

 

Fig. 6: OPC-UA information structure 

Cloud Layer: As in the right half of Figure 5, Azure IIoT cloud modules were deployed into a 

Kubernetes cluster. Due to its containerized design, IIoT cloud modules supported running on a Kubernetes 

cluster, which brought the advantage of scalability. These cloud modules were responsible for registering, 

monitoring, and interfacing with the edge modules. So, an IoT application can interact with the OPC-UA 

enabled edge devices via the API gateway of the IIoT cloud modules and use the functionality of OPC- UA 

such as data access (DA), alarms & conditions (A&C), and historical access (HA) [24]. 

Business Layer: To demonstrate the viability of the used solution, Azure IIoT, we had a collection of 

REST API query templates for use in Postman. The API Gateway was tested successfully by requesting GPS 

data and displaying it on Google Maps (Figure7). 

 

Fig. 7: GPS data requested through OPC-UA API Gateway 

4.3. RBAC 

Role-based access control was implemented using Azure RBAC. It was mainly utilized to set up access 

into the database table of various device vendors, such as MTS Smart, Vemcon, and Exelonix. There are 

three fundamental components in Azure RBAC that enable this. 

 Security principal: A digital identity which has an associated way of proving its identity using 

authentication methods. In Azure, this authentication is provided using a secure key or an X509 

certificate. 

 Role definition: A list of permissions, each defined by a string that tells what kind of operation is    

permitted. 
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 Scope: Name of the resource level at which the role definition applies. 

The three components together comprise a role assignment. A role assignment refers to a security 

principal, a role definition, and a scope. In this way, it allows the security principal to use the permissions 

defined in the role definition within the specified scope. The concrete implementation, which can be seen in 

Figure 8, was based on the requirements analysis results. 

 
Fig. 8: Implementation of RBAC based on requirements analysis 

5. Conclusion 

This paper presents an IoT architecture for the construction industry, which includes the use of different 

IoT systems and the OPC-UA standard to meet industrial applications’ needs. Another advantage of this 

architecture is that the construction industry’s complex hierarchy of information systems is conceived. With 

the implementation of two use cases, Vanilla and OPC-UA, the usefulness of this architecture is 

demonstrated. This architecture enables the usage of various IoT technologies to suit the needs of 

construction logistics within the same infrastructure and ensure the data consistency, security, and flexibility. 

As a result, the efficiency of the working processes in construction logistics would be greatly improved. 

In the future, more sensors can be combined with edge devices at the edge layer and more applications 

can be developed in the cloud to enrich the use cases in real-world scenarios. 
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